**TSAR 2025 Shared Task – Submission Template**

**Team Name (as registered):** HULAT-UC3M

**Submission Details**

* **Number of runs submitted:** 2
* **Attached file name:** HULAT-UC3M\_TSAR2025\_Submission.zip

**Approach Description**

We have used the Meta Llama 3[[1]](#footnote-0) model in all our runs. Particularly, we have considered the version with 8B parameters. We have performed two runs, both consisting on the use of prompts.

**Run 1: run1\_llama3-8b\_reinforced-prompt.jsonl**In the first run, we have developed a reinforced prompt for the Llama 3 8B model, consisting on descriptions of each CEFR level, to simplify each original test text indicating the target CEFR level.

**Run 2:** **run2\_llama3-8b\_slightly-reinforced-prompt.jsonl**In the second run, we have developed a slightly version of the reinforced prompt for the Llama 3 8B model, consisting on very brief descriptions of each CEFR level, to simplify each original test text indicating the target CEFR level.

1. Meta-Llama-3-8B model: <https://huggingface.co/meta-llama/Meta-Llama-3-8B> [↑](#footnote-ref-0)